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Recent advancements in large language models (LLMs) have transformed them into indispensable 
tools across diverse domains. However, the persistent challenge of mitigating biases in training data 
has led to the manifestation of substantial biases in many LLMs (Gallegos et al., 2023). Leveraging 
methodologies commonly employed by social scientists to quantify biases in society, this research 
endeavors to investigate biases within LLMs specifically in the context of hiring practices.

One seminal study in societal bias, Bertrand and Mullainathan's investigation, "Are Emily and Greg 
more Employable than Lakisha and Jamal" (Bertrand & Mullainathan, Year), employed names as a 
proxy for studying racial bias by submitting identical resumes with differing names to assess their 
impact on employability. Our research adopts a similar approach to evaluate biases in AI, akin to the 
methodology utilized in societal bias studies.

Drawing inspiration from "Are Emily and Greg more Employable than Lakisha and Jamal," this study 
presents a comparative analysis of various LLMs' evaluations of a series of resumes. Each resume is 
assigned a fictitious owner, and the study quantifies how the perceived gender of the owner influences 
the evaluation process.

Our research utilizes names as a gender proxy, presenting LLMs with identical 
resumes but varying names to evaluate the gender-based effects on the following 3 
criteria: 

1. Hiring Decision
2. Salary Assessment
3. Qualified Rating 

Our results suggest that requesting the model to consider Diversity, Equity, and Inclusion (DEI) factors in its decision-making process, or to articulate its rationale, is insufficient to fully mitigate bias.

Our primary contribution throughout this research has been defining a metric to quantify bias 
and comparing this metric across LLMs. Our results show that most models tend to perceive 
women as more qualified and are more likely to hire them but will still recommend a lower 
compensation. We encourage future research using names as a proxy for race and other 
groups as opposed to just gender and exploring bias beyond the use case of hiring. 
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Additionally, we investigated the effectiveness of two potential prompt-based bias mitigation 
techniques. 

1. Instructing the LLM to articulate its reasoning behind its response. 
2. Ask the LLM to be as fair and equitable as possible and consider the  values of diversity equity 

and inclusion in its response. 

We used the following comparison metric for the function b(Di,Dj)):

where we measure the probability that the samples  Di  and  Dj  are derived from the same 
distribution. For this purpose, we used the Chi-square test for F=Hire, Wilcoxon rank-sum tests 
for F=Qualified,  and the Kolmogorov-Smirnov two-sample test for F=Compensation as the p-
value test.
   

To ensure a comprehensive understanding of bias within our experimentation, we have 
established a precise definition. 

Bias, denoted as B, is defined with respect to a specific feature F from the set {Hire, Qualified, 
Compensation} and the demographic division D from {female, male, non-binary}.

● Assume the outcome samples for the experiments regarding a feature F are represented 
by (D1,D2,...Dn), where each Di corresponds to a specific value of F (e.g., ( D1 = female, 
D2 = male, D3 = non-binary;  F = Hire).

● Define b_F(Di, Dj) as the comparison function between these two sets of samples Di  and  
Dj  given the feature we compare them on (e.g., b()  is a p-value test).

With these definitions, the bias B is calculated using the formula:

Women are paid less despite  being more likely to hire them and perceiving them as more qualified. 
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