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Why Explore Fused-layer Design Space?
(1) Fused-layer Dataflow Reduces Off-chip Transfers

Round trip off-chip transfers for 
every intermediate data

Layer-by-layer processing

No off-chip transfers of 
intermediate data

Fused-layer processing

Requires on-chip buffer for 
intermediate data

Tiling choices
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Other tiling?

Retain tiles for a layer & 
rows for another?

Retain/recompute
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(2) There are Large, Unexplored Portions of the Design 
Space

Would like to explore this space, but need:
(1) a systematic representation of design space, and

(2) model for an arbitrary fused-layer dataflow design?

Keep on-chip

Solving (1): LoopTree Specification
Insight: Dataflow can be described with nested loops and storage levels

Pipeline model evaluates metrics of entire 
pipeline.

Solving (2): LoopTree Analytical Model
Quickly and accurately evaluating the design.

Dependency analysis extracts read and 
write access patterns.

Loop bounds inference uses dep. 
relations to infer unspecified loop bounds.

Per-stage evaluation generates metrics of 
individual stages.

Analysis Steps:

Workload: MobileNet inverted bottleneck block

Common in state-of-the-art CNNs.

Challenge: low intra-layer reuse even with 
large buffers

Exploring fused-layer designs with LoopTree

25% smaller on-chip buffer
than state-of-the-art fusion.

2x lower latency
3x lower off-chip transfers

2x lower energy
than optimized layer-by-layer

No off-chip transfers, but large 
on-chip buffer.

Significantly smaller on-chip buffer.

Even smaller on-chip buffer, but frequent 
recomputations.

Insight: all recompute are from O1.

The LoopTree Framework Case Study: Exploration with LoopTree
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