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Why Disagree?
● Guarantees at least one model is wrong
● No supervision required
● Many ways to be wrong, fewer to be right

Do models disagree about the same things?

Measuring Disagreement

Disagreeable ImageNet

● Artificial intelligence has led to the 
development of vision systems that 
resemble primate visual systems at the 
level of representations and behavior.

● Identifying individual differences among 
high-performing AI systems and comparing 
them with primate visual systems is 
challenging.

● Leveraging disagreement amongst AI 
models can maximally distinguish models.

● Systematically exploring the space of 
identifiable stimuli can break the noise 
barrier.

● Our approach aims to provide a method for 
comparisons at scale:
○ A live repository of the strongest AI 

models available today
○ Requires no supervision
○ Grows alongside AI progress in the 

future

Overview Neuroscience vs AI Making Models Disagree Leveraging a Model Zoo

1000+ models extracted 
from Hugging Face 🤗:
● Architecture type
● Number of parameters
● ImageNet Score
● and more!

InfoLab

Data Matters

Relevant Work

Centered Kernel Alignment (CKA): ��


