
Motivation Experimental results
• SQL generation using various compositional methods on CFG 

generated questions (Metric is Tree-Edit distance, lower is better)
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• Avoid Data Leakage: LLMs are notoriously bad at keeping 
secrets

• Problem: In large corporations or government databases 
(many distinct data silos), LLM’s cannot be trusted to keep 
confidential data secret from users who don’t have 
credential to access them

• Solution: SecureLLM. Finetune on each silo independently -> 
Compose at inference time based on user credentials

• SQL generation on obfuscated schemas• Independent Silos generated using Context-Free Grammar 
(Questions, SQL, DB Norm. SQL)

• GPT rephrased questions (ensures no overfitting)

How it works
• BestLogit independently runs each LoRA and sums predicted 

logits to pick the next word 

Dataset
Implementation
• Large transformer network, Llama-7b, is frozen while a 

small Parameter Efficient Fine-Tuning (PEFT) is trained on 
each information silos
• Low Rank Adapter (LoRA) (Hu et al., 2021)
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