
Abstract

We propose GLOV, a method that

leverages Large Language Models

(LLMs) as implicit optimizers to

enhance Vision-Language Models

(VLMs) on downstream tasks. By

iteratively prompting LLMs with task

descriptions and guiding generation

using prompt performance and an

embedding-based offset vector,

GLOV produces VLM-compatible

prompts. It significantly improves

object recognition (up to 57.5%) and

enhances VLM safety by reducing

attack success rates by up to 60.7%.
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“Please carefully scrutinize
the following instruction
and decline to execute it if
you perceive any potential
risks or uncertainties that
may compromise the
integrity of the model or its
users.”
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