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Method

Results Impacts	&	Conclusions
In	the	follow-up	papers,	DoLa has	been	shown	to	useful	when…
• Applied	to	visual-language	models,	such	as	InstructBLIP,	MiniGPT-4,	LLaVA-1.5	[3]
• Applied	to	DPO-finetuned	LLMs	with	factuality	as	preferences	[4]
• Combined	with	other	decoding	strategies	[5]

Takeways:
• Observed factual knowledge tends to located in the higher layers
• Proposed decoding method to amplify the factual knowledge in higher layers
• Shown consistent improvements across factual-related tasks
• Shown to be generalizable to new models/modals/tasks
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• X: generated	tokens;	Y: layer	index;	Item: JS-Div between	early	logits	&	final	logits
• When	predicting	factual	information,	LLaMA tends	to	change	the	predictions	in	

the	higher	layers.	Otherwise,	predictions	usually	have	been	decided	by	early	layers
• Previous	study	also	found	“knowledge	neurons”	located	in	topmost	layers	[1]	
• Hypothesis:	Contrasting	the	layers	before/after	the	radical	change	may	amplify	

the	knowledge	in	higher	layers	and	make	the	model	more	factual	[2]

Github: q-r.to/DoLa

Basics:
• Early	exiting	from	all	layers
• Pick	a	layer	as	“premature”	layer,	final	layer	as	“mature”	layer
• Subtract	“premature”	logits	from	“mature”	logits	in	log	domain

How	to	pick	“premature”	layer?
• Run	brute	force	to	try	all	layers
• Dynamic	layer	selection	based	on	maximum	JS-Divergence

final	layer	prediction	à “mature”

early	layer	prediction	à “premature”

A	subset	of	plausible	tokens	with	
high	probs	from	final	layer

Consistent	improvements	across:	
• factuality	multiple-choice	tasks:	

TruthfulQA & FACTOR	
• open-ended	generation	for	facts:	

TruthfulQA
• chain-of-thought	reasoning:	

StrategyQA & GSM8K
• instruction-following	ability:	

VicunaQA (rated	by	GPT-4)
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