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As long as the cost of recovering from bumped data is

less than the benefit from larger tiles, overbooking is
beneficial
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